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1. Introduction

Since the beginning of the 1990s, academic researchers have been gaining new
insights into the behavior of the foreign exchange (FX) markets by analyzing
intra-daily data. Indeed, much information about the FX markets, both quanti-
tative and qualitative, was not used up to now. Daily data which were much
used in the 80’s, represent only a very small subset of the information available
at intra-daily frequencies as they really are only the average of five intra-daily
quoted prices of the largest banks around a particular time. The number of data
points available intra-daily is 100 to 1000 times larger. Furthermore, the actual
news or information at the disposal of the traders with the corresponding time
stamp is displayed along with FX rates quotations on the data vendors screens.
Finally, in addition to the volatility and the spread, new quantities for the de-
scription of the price evolution like the tick frequency or the directional change
frequency can also be directly computed from the more comprehensive data set.

On the basis of this information set, there is now a rapidly growing body
of empirical studies on the behaviour of the intra-daily FX markets. This is
especially interesting in that it opens new paths for understanding the behaviour of
financial markets and suggests the broadening of concepts such as risk or market
efficiency. The analysis of intra-daily data may also help clarify the intuitive
approach of intra-day traders, whose operations account for more than 75% (Bank
of International Settlements, 1993) of the FX market volume. Indeed, as we
shall see in part 4, the heterogeneous structure of intra-daily data may explain
the success of technical analysis so much in favour amongst intra-day traders
since these rules try to intuitively take advantage of the interaction of different
components of the markets [Dunis and Feeny 1989; Neftci 1991; Surajaras and
Sweeney 1992; Taylor and Allen 1992; Pictet et al. 1992; Levich and Thomas
1993]. Finally, this set of facts about the intra-daily FX rates sheds some new
light on different modelling approaches to the FX market. The purpose of this
survey is to bring these facts together in order to give an overall picture of the
FX markets and to provide a common basis for future empirical research and
theoretical modelling.

Besides extending the current literature in that it is the first review of the
intra-daily foreign exchange markets, this paper also offers some innovative
ideas1. First, it proposes definitions of the variables to be studied and points out
their limitations. Second, we distinguish between the general characteristics of
intra-daily data and those of the process of price formation that takes place at
the highest frequency (within the 10 to 15 minutes time-interval) in order to
highlight the specificity of this process. Third, different major issues such as the
characterisation of the distribution of the price change, the definition and the use
of the time-scale, the concept of risk or market efficiency, the process of learning
and the modelling approaches to the market will be tackled in this survey.

Our focus is on the nominal spot exchange rates of major currencies. In
particular we do not study well-known relationships between spot rates and other
financial variables such as forward rates or interest rates which have not yet been
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investigated with intra-daily data. Experience has indeed shown that known and
well accepted empirical regularities of daily or weekly data do not always hold
up in intra-daily analysis. Moreover, the different structures of these financial
markets may play an important role for the analysis of their statistical properties.
We have also not systematically investigated the relationship between exchange
rates and major macro-economic variables although new insights on how to tackle
this issue are presented.

As will be shown, looking at intra-daily data, the homogeneity of market
agents apparent at lower, weekly of daily, frequencies disappears. A new wealth
of structure is uncovered that demonstrates the complexity of the FX market.
This complexity can be explained by the interaction of market agents with het-
erogeneous objectives resulting from their different geographical location, the
various types of their institutional constraints and their risk profiles. This is the
key for future modelling of the dynamics of the markets.

The remainder of this paper is organised as follows. Section 2 briefly describes
the functioning of the foreign exchange markets and the data. Section 3 proposes
a set of definitions for the variables under study. Section 4 regroups the set of
empirical regularities under three different topics: the distribution aspects of the
price process, the process of price formation and the heterogeneous structure of
the markets. Section 5 concludes the paper.

2. Description of the FX market and the data set

The usual description of the FX markets made by international organisations
such as the Bank for International Settlement or the International Monetary Fund
emphasises the presence of different geographical markets and different types of
agents (BIS 1993; International Monetary Fund 1993). However, this essential
fact was not very apparent from the inspection of daily or weekly data and its
implications were seldom considered in theoretical modelling. In this section, we
shall summarise the essential descriptive knowledge we have of the FX market.
Additionally, we describe the main source and type of data available for this
market. As we shall see, the information content of intra-daily data is much richer
than that of daily or weekly data. However, the extent to which this information
set can be increased and the degree of precision one can obtain are limited.
This is reflected in the distinct characteristics of extremely high frequency data
corresponding to the price formation process.

The FX market is a 24 hours global market, mostly inactive during weekends
and during national holidays. The first observation of the week arrives at 22:30
Greenwich Mean Time (GMT) on Sunday with the opening of the Asian mar-
kets and the last observation comes from the West Coast of the USA at about
22:30 (GMT) on Friday2. Although the FX market is virtually global through
its electronic linkages, its activity pattern can be divided into three continental
components: East Asia with Tokyo as major trading center, Europe with London
as major trading center and America with New York as major trading center3
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(Goodhart and Demos 1990). Except for the four major currencies against the
USD (DEM, JPY, GBP and CHF)4 currencies tend to be traded more specifically
in their own geographical markets. As we shall see in Sect. 3.C below, both these
global and local characteristics of the FX markets are reflected in the statistical
properties of the data.

The FX market is also the largest financial market with a daily turn-over5

of USD 832 billion in April 1992 (BIS 1993): that is, more than the total non-
gold reserves (USD 555.6 billion) of all industrial countries in 1992 (Interna-
tional Monetary Fund 1993) and more than the triple of the turnover in 1986.
This fast growing volume of transactions is increasingly made up of short term,
intra-daily, transactions and results from the interaction of traders with different
time-horizons, risk-profiles or regulatory constraints. On the one side, the non-
financial institutions such as non-financial corporations, institutional investors
(mutual funds, pension funds, insurance companies) and hedge funds6 are shift-
ing their FX activities from long term (buy and hold) investment to short term
(profit-making) transactions. This movement is both enabled and enhanced by
the development of real-time information systems and the decrease of transac-
tion costs following the liberalisation of cross-border financial flows. On the other
side, this flow of short and long term transactions initiated by non-financial in-
stitutions on the retail market is the origin of an even larger – by a factor of four
to five times – flow of intra-daily transactions between the dealers (the 50 largest
banks and a few securities houses) on the wholesale market. These dealers who
are not usually allowed to take overnight positions, move to reduce their risk
with each other (Lyons 1994). Still on the wholesale market, but in contrast with
other players, central banks can afford relatively large open positions and can
thereby have a significant impact on the market in the long run. These different
types of traders can of course be found within the same company or the same
type of institution7. Again, their presence is largely reflected in the statistical
characteristics of the data as we shall see in Sect. 3.

Although the FX market consists of spot and longer term instruments, we
concentrate here on the spot market8 that operates mainly through electronic
screens from financial news agencies like Reuter’s, Knight Ridder or Telerate,
where market makers enter quotes for their bid and ask prices. The actual deals
are then made over the telephone. Transactions can also be made directly through
automated dealing systems that offer the advantage of displaying actual transac-
tion prices and volumes. Despite the growing importance of such markets9, these
transaction data became only very recently available to researchers in a quite lim-
ited amount10. As will be stated in Sect. 4.2, the properties of real transaction data
do not differ from those of Reuter’s FXFX data except for frequencies higher than
10 to 15 minutes. Therefore this survey concerns itself with tick-by-tick quoted
prices from Reuter’s FXFX page and equivalent service from Knight Ridder and
Telerate11. To give an indication of the largest database of such quotes currently
existing, Table 1 displays the number of quotes of the Olsen&Associates database
on which some of the studies of this survey including the following papers, were
made. Table 1 also gives the average number of quotes available per FX rate.
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On the largest market, the USD/DEM, 4,500 quotes per day are available; that
is, there is an average of 3 to 4 new quotes per minute, but this average can rise
to 15-20 quotes per minute during the busiest periods.

Table 1. Data set. Number of data for the main FX rates against the USD (period 01.01.1987-
31.12.1993) and the DEM (period 01.10.1992-31.12.1993) using the filter for outliers of Dacorogna
et al. (1994)

Rate Number of Businessday
data frequency

USD DEM 8,238,532 4,500
USD JPY 4,230,041 2,300
GBP USD 3,469,421 1,900
USD CHF 3,452,559 1,900
USD FRF 2,098,679 1,150

JPY DEM 190,967 630
FRF DEM 132,089 440
ITL DEM 118,114 390
DEM GBP 96,537 320
NLG DEM 20,355 70

An example of Reuter’s FXFX page which displays constantly updated quotes
from the banks that subscribe to its service is given in Table 2. A quoted price of
1.6290/00 for the USD-DEM rate expresses the willingness of the market maker
to buy USD at 1.6290 DEM, and sell USD at 1.6300 DEM. Actual trading prices
and volumes are not known from this page. However reputation considerations
prevent market makers from quoting prices at which they would actually not
be willing to trade. Therefore real transaction prices will usually tend to be
comprised within the quoted bid/ask spread (Petersen and Fialkowski 1994).

In contrast to daily or weekly data, collecting these tick-by-tick quotes
presents a number of practical problems such as transmission delays and break-
downs or aberrant quotes due to human and technical errors. Therefore, it is
important to implement filters to eliminate outliers. The reader can find exam-
ples of such filters in Goodhart and Figliuoli (1991) and Dacorogna et al. (1993,
1994). As noted in Dacorogna et al. (1994), the percentage of quotes that are
eliminated by such filters is very low (less than 0.5%).

3. Definition of the variables of interest

Adequate analysis of such intra-daily data relies on an explicit definition of the
variables under study. Some of these definitions areredefinitionsof variables in
current everyday use, it must be stressed. These include the price, the change of
price, the volatility and the spread. The remainder are newly developed variables,
formulated to better capture the pecularities of the intra-day market. These include
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Table 2. Reuter’s FXFX page screen. The first column gives the time (for example, for the first line,
‘07:27 ’), the second column gives the name of the currency (‘DEM/USD’), the third column gives
the name of the bank subsidiary which publishes the quote given as a mnemonic (‘RABO’ for the
Rabobank), the fourth column gives the name of the bank (‘Rabobank’), the fifth column gives the
location of the bank as a mnemonic (‘UTR’ for Utrecht), the sixth and seventh column give the bid
price with 5 digits (‘1.6290’) and the two last digits of the ask price (‘00’), the last two columns
give the highest (‘1.6365’) and the lowest (‘1.6270’) quoted prices of the day

________________________________________________________________

0727 CCY PAGE NAME * REUTER SPOT RATES * CCY HI*EURO*LO FXFX
0727 DEM RABO RABOBANK UTR 1.6290/00 * DEM 1.6365 1.6270
0727 GBP MNBX MOSCOW LDN 1.5237/42 * GBP 1.5245 1.5207
0727 CHF UBZA U B S ZUR 1.3655/65 * CHF 1.3730 1.3630
0727 JPY IBJX I.B.J LDN 102.78/83 * JPY 103.02 102.70
0727 FRF BUEX UE CIC PAR 5.5620/30 * FRF 5.5835 5.5582
0726 NLG RABO RABOBANK UTR 1.8233/38 * NLG 1.8309 1.8220
0727 ITL BCIX B.C.I. MIL 1592.00/3.00 * ITL 1596.00 1591.25
0727 ECU NWNT NATWEST LDN 1.1807/12 * ECU 1.1820 1.1774
----------------------------------------------------------------
XAU SBZG 387.10/387.60 * ED3 4.43/ 4.56 * FED PREB * GOVA 3OY
XAG SBCM 5.52/ 5.53 * US30Y YTM 7.39 * 4.31- 4.31 * 86.14-15
________________________________________________________________

the tick frequency, the volatility ratio and the directional change frequency. All
are necessary for understanding the Stylized Facts and we also propose this set
as a unifying reference for future studies. An extensive notation is given along
with the usual simplified notation to make all the underlying parameters explicit.
For each variable, we first give a formal definition and then discuss its use.

3.1. Definition 1: the price

The price at timeτj , x(τj ), is defined as

x(τj ) ≡ [log pbid(τj ) + logpask(τj )] / 2 (1)

where{τj } is the sequence of the tick recording times which is unequally spaced.
An alternative notation is

x(ti ) ≡ x(ti , ∆t) ≡ [log pbid(ti ) + logpask(ti )] / 2 (2)

where{ti } is the sequence of the regular spaced in time data and∆t is the time
interval (∆t = 1 day,∆t = 1hour, ...).

Definition 1 takes the average of the bid and ask price rather than either the
bid or the ask series as a better approximation of the transaction price. Indeed as
Fact 6 will point out, market makers frequently skew the spread towards a more
favorable price to offset their position. In that context, the bid (or ask) price acts
as a dummy value. Furthermore, in Definition 1, the average of the logarithms
of the bid and ask prices rather than the logarithm of the average is taken since
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the former quantity has the advantage of behaving anti-symmetrically when the
price is inverted.

One important issue in the case of intra-daily data is the use of the righttime-
scale. Contrary to daily and weekly data, tick-by-tick data are indeed irregularly
spaced in time,τj . However, most statistical analyses rely upon the use of data
regularly spaced in time,ti . For obtaining price values at a timeti within a data
hole or in any interval between ticks we use the linear interpolation between the
previous price atτj−1 and next one atτj , with τj−1 < ti < τj . As advocated in
Müller et al. (1990), linear interpolation is the appropriate method for interpolat-
ing in a series with independent random increments for most types of analyses.
An alternative interpolation method might be to use the most recently published
price as in Wasserfallen and Zimmermann (1985) although this introduces an in-
evitable bias in the data. However, as long as the data frequency is low enough,
the results do not depend too much on the choice of either method. Although
regularly time spaced data are used in most of the definitions below, irregularly
time spaced data could alternatively be used by replacingti by τj . Finally, in
addition to these two time-scales, other time-scales have been proposed to model
characteristics of the intra-daily FX market such as the seasonality (Dacorogna
et al. 1993), the heteroskedasticity (Zhou 1993) or both of them (Müller et al.
1993; Guillaume et al. 1996).

Another important issue is the definition of aneffective price. Indeed, at
frequencies higher than 10 minutes, the size of the spread is of the same order of
magnitude as the size of the price changes. Moreover, the quoted spread does not
exactly reflect the real spread, which is usually smaller as reported in Goodhart et
al. (1994)12. Furthermore, because of transmission delays, it may be, for example,
that market maker B enters a quote after market maker A, but that the quote of
market maker B is the first to appear on the multi-contributor page of Reuters.
Similarly, holes due to transmission breakdowns become more significant at such
frequencies. Therefore, at frequencies higher than approximately 10 minutes,
reliable analysis of prices can only be done on the basis of real transaction prices
or with a thorough knowledge of the shortcomings of the database.

In the absence of such real transaction prices, we may define an effective
price algorithm by looking at the properties of the prices and the market structure
organization. Assuming that quotes have a life-time of approximately 2 minutes
during periods of average activity, one could take the best bid and ask quotes
available in such a time window or the averages of the bids and of the asks.
Another idea for such an algorithm would be to eliminate the negative first-order
autocorrelation of the prices present at such frequencies (see Fact 5). An example
of an algorithm for the computation of effective price is given in Bollerslev and
Domowitz (1993) where the trade-matching algorithm designed for the interbank
market by Reuters – Dealing 2000 system – is used. Interestingly, the prices
generated by this algorithm exhibit a positive rather than negative first-order
autocorrelation. In contrast, Goodhart et al. (1994) still obtain a negative first-
order autocorrelation - although less pronounced - in their analysis of the Dealing
2000-2 system from Reuters.
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3.2. Definition 2: the change of price

The change of priceat time ti , r (ti ), is defined as

r (ti ) ≡ r (∆t ; ti ) ≡ [x(ti ) − x(ti −∆t)] (3)

where{x(ti )} is the sequence of equally spaced in time logarithmic price, and
∆t is the fixed time-interval (10 minutes, 1 hour, 1 day, ...).

The change of the logarithmic price is often referred to as “return”. It is
usually preferred to the price itself as it is the variable of interest for traders
maximizing short term investment returns. Furthermore, its distribution is more
symmetric than the distribution of the price. Finally, it is usually advocated
that contrary to the price process which is clearly non-stationary, the process
of the price changes should be stationary. Although unit root tests such as the
Augmented Dickey Fuller test cannot reject the hypothesis of stationarity in the
mean (Goodhart and Figliuoli, 1991), the autocorrelation of the volatility would
probably cause the rejection of covariance stationarity by a test such as the one
proposed in Loretan and Phillips (1994).

3.3. Definition 3: the volatility

The volatility at time ti , v(ti ), is defined as

v(ti ) ≡ v(∆t ,S; ti ) ≡ 1
n

n∑
k=1

|r (∆t ; ti−k)| (4)

whereS is the sample period on which the volatility is computed (for example 1
day or 1 year) andn is a positive integer withS = n∆t . A usual example is the
computation of the daily volatility as the average daily volatility over one year
(S = 1 year,n = 250 and∆t = 1 day). Note that in an autocorrelation study,
for example, only 1 data point may be used (S = ∆t) or n might be multiplied
by a factor of 2 or 3 if overlapping data are taken as suggested in Müller (1993).

In Definition 3, the absolute value of the returns is preferred to the more
usual squared value or more generally to any powerε (ε ∈ R+

o ) of |r (∆t ; ti )|.
This is because the former quantity better captures the autocorrelation and the
seasonality of the data (Taylor 1988; Müller et al. 1990; Grange and Ding 1993).
This greater capacity to reflect the structure of the data can also be easily derived
from the non-existence of a fourth moment in the distribution of the price changes
(see Fact 4).

Although Definition 3 is the most appropriate for the assessment of risk or
for forecasting, one might prefer other definitions of the volatility that give more
weight to the tails of the distribution: for instance the cube root of the third mo-
ment for the evaluation of extreme downside risk in portfolio optimisation as in
Roy (1952). One could also prefer the use of implicit volatility such as defined
by the option model (Cox and Rubinstein 1985) or the Generalized Autoregres-
sive Conditional Heteroskedastic (GARCH) model (Bollerslev 1986). However,
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although both approaches might appear appealing at the daily frequency, their
use at the intra-daily frequency presents important drawbacks; on the one side,
the implicit volatility cannot be computed at very high frequency since options
are not quoted at such frequencies; on the other side, as a consequence of the
heterogeneity of the FX market, intra-daily FX rates cannot be described by one
homogeneous GARCH model (Guillaume 1994).

3.4. Definition 4: the relative spread

The relativespreadat time ti , s(ti ), is defined as

s(ti ) ≡ logpask(ti ) − logpbid(ti ) (5)

Definition 4.1:

The log spreadat time ti , logs(ti ), is defined as

logs(ti ) ≡ log(logpask(ti ) − logpbid(ti )) (6)

In the above definition, the relative spreads(ti ) is preferred to the nominal
spread (pask(ti )− pbid(ti )) since it is dimensionless and can therefore be directly
compared between different currencies. The spread of the inverse rate (e.g. JPY
per USD instead of USD per JPY) is simply−s(ti ), so that the variance ofs(ti )
is invariant under inversion of the rate.

It might however be sometimes preferable to study logs(ti ) instead ofs(ti ),
because the former quantity has a more symmetric behavior between low and
high values. The relative spread is indeed a positive bounded quantity that has a
skewed distribution function. It cannot be much lower than the typical value –
that is, 10, 7, 5, or 15 basis points – but, on the positive side, it can exceed the
typical value by a factor of 2 or more. Moreover, these high spreads which tend to
numerically dominate a statistical analysis, usually occur in thin and unimportant
markets, for example over the weekend or during the East Asian lunch break.

The spread is indicative of the transaction and inventory costs of the market
maker who is under reputation consideration pressures. It is also affected by
the degree of informational asymmetries and competitiveness. Thus, the spread
depends both on the cost structure of the quoting bank and on the habits of
the market. On the other side, it is the only source of cost for the traders since
intra-daily credit lines on the foreign exchange markets are free of interest13.

3.5. Definition 5: the tick frequency

The tick frequencyat time ti , f (ti ), is defined as

f (ti ) ≡ f (S; ti ) ≡ 1
S

N ({x(τj ) | τj ∈ (ti − S, ti ]}) (7)
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Definition 5.1:
The log tick frequencyat time ti , log f (ti ), is defined as

log f (ti ) ≡ log f (S; ti ) (8)

whereN ({x(tj )}) is the counting function andS is the sample period on which
the counting is computed. The alternative log form has been found to be more
relevant in Demos and Goodhart (1992) .

The tick frequency is sometimes taken as a proxy for the transaction volume
on the markets. As the name and location of the quoting banks are also given,
the tick frequency is also sometimes disaggregated by bank. However, equating
tick frequency to transaction volume or using it as a proxy for both volume and
strength of bank presence suffers from the following problems: First, although it
takes only a few seconds to enter a price quotation in the terminal, if two market
makers happen to simultaneously enter quotes, only one quote will appear on the
data collector’s screen; Second, during periods of high activity, some operators
may be too busy to enter the quote into the system; Third, a bank may use an
automatic system to publish prices to advertise itself on the market. Conversely,
well-established banks might not need to publish as many quotes on smaller
markets; Fourth, the representation of the banks depends on the coverage of
the market by data vendors such as Reuters or Knight Ridder. This coverage is
changing and does not totally represent the whole market. For example, Asian
market makers are not as well covered by Reuters as the Europeans. Asian
market makers are instead more inclined to contribute to the more local financial
news agencies such as Minex; Fifth, trading strategies of big banks are highly
decentralized by subsidiary. Even between the back office and the trading room14

or within the trading room itself, different traders may have completely different
strategies.

3.6. Definition 6: the volatility ratio

The volatility ratio at time ti , Q(ti ), is defined as

Q(ti ) ≡ Q(∆t , n; ti ) ≡ |∑n
k=1 r (ti +k)|∑n

k=1 |r (ti +k)| (9)

The volatility ratio defined above is simply a generalization of the variance
ratio introduced in Lo and MacKinlay (1988) and Poterba and Summers (1988)
where the absolute value of the price change instead of the variance is used as
a measure of the volatility to take into account the statistical properties of the
data (see Definition 3). The ratio can take values between “1” when the price
changes follow a pure trend and “0” when they behave purely randomly.

The volatility ratio has been used in a variety of applications, including the
effect of structural changes on prices, hypothesis testing in the empirical literature
on the micro-structure of the markets and the identification of the nature of news.
Here, however, we would like to stress the potential use of the volatility ratio as
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a general statistic to measure the trend-following behavior of the price changes.
This can be viewed as an alternative measure of the risk next to the volatility.
Indeed, even though the two time series may have the same average volatility,
the volatility ratio will be equal to “1” when the price changes follow a pure
trend and to “0” when they behave randomly. Although the volatility ratio has
many interesting features, we introduce a more precise statistic which seems to
be more appealing to quantify the trend-following behavior of the price changes.

3.7. Definition 7: the directional change frequency

The directional change frequencyat time ti , d(ti ), is defined as

d(ti ) ≡ d(∆t , n, rc; ti ) ≡ 1
n∆t

N ({k | mk /= mk−1, 1 < k ≤ n}) (10)

whereN ({k}) is the counting function,n∆t the sampling period on which the
counting is performed,mk indicates the mode – upwards or downwards – of the
current trend andrc is a threshold value used to compute the change of mode.
The directional change frequency,d(ti ), is simply the frequency of significant
mode (mk) changes with respect to the latest extremum value (maxk or mink)
and a constant threshold valuer 15

c .
In contrast with the definition of the volatility where the time interval is the

arbitrarily set parameter and the amplitude of the change of price is the varying
parameter, in the above formulation, the time is varying and the threshold is
fixed. Thus, the definition also takes into account gradually occurring directional
changes.

The directional change frequency is similar to the volatility ratio defined
above in that they both measure the trend-following behavior of the price changes
and, as such, provide an alternative measure of the risk. However, unlike the
volatility ratio, it is based on a threshold which is a measure of the risk quite
natural to traders as put by one of them; ”Although volatility can tell us the
general environment of the market, we are actually more interested in the timing
of our trades16. The knowledge of whether prices are likely to move more than
a certain threshold allows us to decide when we need to close a position. The
height of this threshold will vary according to our attitude towards risk.” The
use of thresholds and measures of trends is also very familiar to chartists [see,
for example, the technique of Point and Figure Charts in Meyers (1989)].

4. Stylized facts

We can now consider a new set of stylized facts describing the characteristics of
the FX market, and most importantly, how it functions. These facts have been
grouped to show the distributional properties, the price formation process and
the time series properties.
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4.1. Distribution

The variety of opinions about the distributions of FX price changes and their
generating process is wide. Some authors claim the distributions to be close to
Paretian stable (McFarland et al. 1982), some to Student distributions (Boothe
and Glassmann 1987), some reject any single distribution (Calderon-Rossel and
Ben-Horim 1982).

Instead of looking at the center of the distribution, an alternative way to char-
acterize the distribution is to look at the tails. Most types of distributions can
indeed be classified into three categories (de Haan 1990): (i) Thin-tailed distri-
butions for which all moments exist and whose cumulative distribution function
declines exponentially in the tails; (ii) Fat-tailed distributions whose cumulative
distribution function declines with a power in the tails; (iii) Bounded distributions
which have no tails. A nice result is that these categories can be distinguished by
the use of only one parameter, the tail index17 α with α = ∞ for distributions
of category (i),α > 0 for category (ii) andα < 0 for category (iii).

The empirical estimation of the tail index and the variance of this tail index
crucially depends on the size of the sample. Indeed, for a given sample size, on
the one hand, using too many observations introduces a bias in the tail index as
some of the observations do not belong to the tail anymore but are from the center
of the distribution; on the other hand, using too few observations introduces an
inefficiency in the estimation of the variance of the tail index. Therefore, the
very large sample size available with intra-daily data ensures that enough tail
observations are present in the sample.

An important result is that the tails of a fat-tailed distribution are invariant un-
der addition although the distribution as a whole may vary according to temporal
aggregation (Feller 1971). That is, if weekly returns are Student-t identically and
independently distributed, then monthly returns are not Student-t distributed18.
Yet the tails of the monthly return distribution are like the tails of the weekly
returns, with the same exponentα.

Another important result in the case of fat-tailed distributions concerns the
existence of the moments of the distribution. LetX be the observed variable,c
a scale variable andα the tail index. From

E [ Xk ] = c
∫ ∞

1
xk−α−1dx , (11)

it is easily seen that only the first k-moments,k < α, are bounded.
Finally, the tail index reflects the interaction of different agents on the mar-

kets. Indeed, the probability of extreme events depends on the presence or absence
of certain market participants such as medium-term investors or pure speculators
due to changing market conditions. The mechanisms leading to these fat tails
can be understood as follows: whenever (relatively) long term traders become
active following some news or perturbation, shorter term traders become even
more active and tend to reinforce the longer term fluctuations, thereby creating
fat tails (see Fact 12). This is a kind of ”cascade” effect where getting over a
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particular threshold at one (long) time interval attracts exceedings of thresholds
at other time horizons (see the fractal law in Fact 10). This cascade effect thus
can be explained by models of imperfect, though rational, information aggrega-
tion. In the absence of common information on the other traders’ preferences
or beliefs on the impact of news, this will cause some learning mechanism by
the intra-day dealers before the prices fully incorporate the new information.
Here, we posit that the larger the tail index, the less friction in the adjustment of
prices to external shocks and the more efficient the market will be. Indeed, since
most fundamentals have thin tails, a small tail index can only result from large
fluctuations due to the trading process.

Table 3. Estimated tail exponent. Estimated tail exponentα and its standard error for the main FX
rates against the USD and some of the main (computed) cross-rates against the DEM. The results are
taken from Dacorogna et al. (1994). The bias was estimated using a bootstrap method. In contrast
to quoted cross-rates, computed cross-rates are obtained via the two bilateral rates against the USD.
Their spread is thus approximately twice the normal spread

Rate 10m 30m 1h 6h

USD DEM 3.11±0.33 3.35±0.29 3.50±0.57 4.48±1.64
USD JPY 3.53±0.21 3.55±0.47 3.62±0.46 3.86±1.81
GBP USD 3.44±0.22 3.52±0.46 4.01±1.09 6.93±10.79
USD CHF 3.64±0.41 3.74±0.82 3.84±0.77 4.39±4.64
USD FRF 3.34±0.22 3.29±0.47 3.40±0.69 4.61±1.21

FRF DEM 3.11±0.41 2.55±0.23 2.43±0.23 3.54±1.42
DEM NLG 3.05±0.27 2.44±0.08 2.19±0.12 3.37±1.43
DEM ITL 3.31 ±0.51 2.93±1.17 2.54±0.49 2.86±0.98
GBP DEM 3.68±0.35 3.63±0.42 4.18±1.17 3.22±0.79
DEM JPY 3.96±0.41 4.18±0.90 4.13±1.05 4.71±1.61

4.1.1 Fact 1: Non stable, fat-tailed distribution.From Table 3, it appears that the
main FX rates against the USD have a tail index of≈ 3.5, whereas the tail index
for the EMS computed rates against the DEM has a lower value of≈ 2.7 and the
tail index for the DEM/JPY and GBP/DEM is even larger than for free-floating
rates against the USD. Quoted cross-rates in the EMS on the other hand have
an even smaller value, reflecting the upward bias of the results with computed
cross-rates at the 10 minutes interval due to the larger spread (Dacorogna et al.
1994). This has the effect of gaussian noise. However, the error bars of the tail
index on quoted cross-rates are much larger because of the small size of the
sample for that exercise. The smaller tail index for these rates thus indicates
that the reduced variance induced by the EMS set-up is at the cost of a larger
probability of extreme events.

Table 3 indicates that FX rates belong to the class of fat-tailed non-stable
distributions which have a finite tail index. Furthermore, estimations of the kur-
tosis of the FX rate returns for several time-intervals in Tables 4 and 5 in the
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appendix give additional evidence in favor of the non-stability of the FX rates
distribution19.

From Table 3, one can also verify the invariance of the tail index under
aggregation, except for the longest intervals, mainly the 6 hour interval where
the small number of data becomes a problem in getting significant estimates of
α. The smaller number of data for large intervals forces the estimation algorithm
to use a larger fraction of this data, closer to the center of the distribution. Thus
the empirically measured tail properties become distorted by properties of the
center of the distribution which, forα > 2 and under aggregation, approaches
the normal distribution (withα = ∞) as a consequence of the central limit
theorem.

4.1.2 Fact 2: Finite variance.Table 3 and Tables 4 and 5 in the appendix suggest
that the variance exists for all currencies.

4.1.3 Fact 3: Symmetric distribution.It appears from Table 3 and Tables 4 and
5 in the appendix that the third moment exists and the distribution is symmetric
for all FX rates except, possibly, the EMS cross-rates.

4.1.4 Fact 4: Decreasing leptokurticity.However, it appears from these tables
that the fourth moment is not finite. Indeed, the larger the number of observations,
the larger the kurtosis will be. At frequencies higher than 10 minutes, there seems
to be some contradiction between the work of Goodhard and Figliuoli (1991)
which claims that the leptokurticity starts to decrease at these frequencies, and
the paper of Bollerslev and Domowitz (1993) which gives some evidence of
a still increasing leptokurticity. One can show, however, that both results hold
depending on whether one uses the linear interpolation method or the previous
tick (see Definition 1 and below) to obtain price values at fixed time intervals at
such frequencies. This is an example of the difficulty of making reliable analyses
of quoted prices at frequencies higher than 10 minutes.

The absence of the fourth moment explains why the absolute value of the
price changes has been found to be the best definition of the volatility, that is,
the one which exhibits the strongest structure. Indeed, since the fourth moment
of the distribution comes into the computation of the autocorrelation function of
the variance, its structure will depend on the number of data points used.

4.2. Price formation process

The following three facts pertain to the short term (less than 10 minutes) behavior
of the foreign exchange intra-daily price changes. It should be stressed that
these facts characterise FXFX quotes as opposed to real transaction prices. They
highlight the need for the definition of an effective price and the difficulties
inherent to tick-by-tick analysis.
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4.2.1 Fact 5: Negative first-order autocorrelation of the returns.Goodhart (1989)
and Goodhart and Figliuoli (1991) first reported the existence of negative first-
order autocorrelation of the price changes at the highest frequencies, which disap-
pear once the price formation process is over. Goodhart (1989) also demonstrated
that this negative auto-correlation is not affected by the presence (or absence)
of major news announcements. Finally, Goodhart and Figliuoli (1992) showed
that the resulting oscillations of the prices are not caused by bouncing prices
between different geographical areas with different information sets. Note that
this negative first-order auto-correlation of FXFX quotes is in constrast with the
absence of such auto-correlation of real transaction prices, at least for the very
small data sample studied in Goodhart et al. (1995).

A first explanation of this fact may be divergent opinions among traders.
The conventional assumption that the FX market is composed of homogeneous
traders who would share the same views about the effect of news, so that no cor-
relation of the prices would be observed – or at most, a positive auto-correlation.
However, traders have diverging opinions about the impact of news on the di-
rection of prices. A second – and complementary – explanation for this negative
auto-correlation is the tendency of market makers to skew the spread in a par-
ticular direction when they have order imbalances (Bollerslev and Domowitz
1993; Flood 1994). A third explanation is that even without order imbalances
or diverging opinions on the price, certain banks systematically publish higher
bid/ask spreads than other. This could also cause the ask (bid) prices to bounce
back and forth between banks (Bollerslev and Melvin 1994).

4.2.2 Fact 6: Discreteness of spread.Quoted spreads are discretely distributed
with the major peak being 10 basis points followed by the 5, 15 and 7 peaks. All
together those peaks account for more than 97% of the distribution (Bollerslev
and Melvin, 1994). These conventional spreads have also evolved over the years,
depending on the markets, 10 rather than 20 basis points being the most quoted
spread in recent years for example as the size of the price has become smaller
(Müller and Sgier 1992).

As explained in Definition 5 above, spreads mainly depend on the cost struc-
ture of the bank that is the market maker and on the habits of the market. As
shown in Goodhart and Curcio (1991), individual banks usually quote two or
three different spreads. When a market maker wants to push the price in a par-
ticular direction, he will tend to skew the spread in that direction but will use a
spread of conventional size, generally 5 or 7; when he only wishes to trade or is
uncertain about the direction the price should take, he will quote larger spreads
with conventional values such as 10 or 15. Because different banks have different
conventions, the distribution of spreads has 4 or 5 peaks instead of 2 or 3.

Note, once again, that the quoted spreads do not exactly reflect the transaction
spread, which are usually smaller except for highly volatile periods (Goodhart et
al., 1995a). Another difference is the continuous distribution (between 0 and 20
basis points) of transaction spreads.
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Consistent with theory (Admati and Pfleiderer 1988; Subrahmanyam 1991)
market makers will cover themselves by conventionally larger spreads in periods
of higher risk such as the release of important news (Goodhart 1989), the closing
or opening of markets (Bollerslev and Domowitz 1993) and lunch breaks (Müller
et al. 1990). More generally, the amplitude of the spread is inversely related to
expected market activity as measured by tick frequency or mean hourly volatility
(Müller et al. 1990). The amplitude of the spread is directly related to the (in-
stantaneous) volatility, which also measures the risk (Bollerslev and Domowitz
1993).

4.2.3 Fact 7: Extremely short term triangular arbitrage.The building-up process
of the prices in the very short run is also reflected in the significant predicting
power of the USD/DEM relative to the other currencies (Goodhart and Figliuoli
1991). A short delay is indeed needed before traders in smaller currencies ad-
just themselves to the patterns of the two leading currencies. Eben (1994) also
finds evidence of triangular arbitrage opportunities at very high frequencies aris-
ing when very short-term trend reversals between two USD-rates are not yet
reflected in the quoted cross-rates. Although the detection of triangular arbitrage
opportunities is rather easy and quick with a unique unit of account or vehicle
currency, it takes more time when the rates between two vehicles (USD and
DEM) change (Suvanto 1993). Finally, no study has yet shown whether such
arbitrage opportunities are available with real transaction data.

4.3. Heterogeneous structure

The following facts show that the diversity of the market participants described
in the first part is reflected in geographically and institutionally differentiated
behaviors and in the presence of agents acting within different time-horizons.
They also illustrate the information flows between these different market com-
ponents. Note that these facts pertain to FX rates at frequencies lower than 10 to
15 minutes. As such, they are thus independent of the indicative nature of FXFX
quotes.

4.3.1 Fact 8: Seasonality.Although the FX market is virtually a global market,
strong (deterministic) seasonal patterns corresponding to the hour of the day, the
day of the week and the presence of the traders in the three major geographical
trading zones can be observed. These seasonal patterns are found for all the five
variables, the volatility (Bollerslev and Domowitz 1993; Dacorogna et al. 1993),
the relative spread (M̈uller and Sgier 1992), the tick frequency (Goodhart and
Demos 1990; M̈uller et al. 1990), the volatility ratio and the directional change
frequency.

As can be seen on Figs. 1 and 2, trading activity picks up after midnight
as the Tokyo and Sydney markets open with subsequent activity in Singapore
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Fig. 1. Hourly intra-day and intra-week distribution of the absolute price change, the spread and the
tick frequency. A sampling interval of∆t = 1 hour is chosen. The day is subdivided into 24 hours
from 0:00 - 1:00 to 23:00 - 24:00 (GMT) and the week is subdivided into 168 hours from Monday
0:00 - 1:00 to Sunday 23:00 - 24:00 (GMT) with indexi. Each observation of the analyzed variable
is made in one of these hourly intervals and is assigned to the corresponding subsample with the
correct indexi. The sample pattern is independent of bank holidays and daylight saving time. The
currency is the USD/DEM
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Fig. 2. Hourly intra-day and intra-week distribution of the volatility ratio and the directional change
frequency. The number of subintervals (per hour) is 10. The threshold value for the directional change
frequency is 0.0003. A sampling interval of∆t = 1 hour is chosen. The day is subdivided into 24
hours from 0:00 - 1:00 to 23:00 - 24:00 (GMT) and the week is subdivided into 168 hours from
Monday 0:00 - 1:00 to Sunday 23:00 - 24:00 (GMT) with indexi. Each observation of the analyzed
variable is made in one of these hourly intervals and is assigned to the corresponding subsample with
the correct indexi. The sample pattern is independent of bank holidays and daylight saving time.
The currency is the USD/DEM

and Hong Kong. The abrupt decline in arrivals at 4:00 GMT signals lunchtime
in these markets. Market intensity remains strong in the afternoon Far Eastern
trading session, and continues as Hong Kong and Singapore close and London
and Frankfurt open. Some decline thereafter is observed until the opening in New
York. Activity bounces back during the overlap of the New York and European
markets, declining monotonically after New York closes and until the Far Eastern
markets open again. Activity is regular over the five weekdays. With the exception
of late Friday, which is already Saturday in the Australian and Asian markets,
there is no real discernable difference across the weekdays. The average activity
is low on weekends, but higher on Sundays than on Saturdays. That may be
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due to the Middle Eastern markets, which can be open on Sundays and to early
Monday morning activity in East Asia which coincides with Sunday nights. The
seasonal patterns also appear in an autocorrelation study (see Fig. 3a).

Autocorrelation coefficients are indeed significantly higher for time lags that
are integer multiples of the seasonal period than for other lags.

Although these seasonal patterns have similarities among all currencies, they
can also be specific to a particular market. For CHF, for instance, there is a
general spread increase with the high activity in America, while the average JPY
spreads decrease at the same time. This indicates that American traders are less
interested in CHF and more in JPY.

As shown in Andersen and Bollerslev (1994) and Guillaume et al. (1994a),
the presence of these seasonal patterns introduces strong bias in the computation
of simple statistics or the estimation of statistical processes with intra-daily data.
This can lead to spurious results when this seasonality is not taken care of, as
is the case in many empirical studies on intra-daily FX rates. There are however
several ways to treat this seasonality. The first and most straightforward one
is to introduce seasonal dummies as in Baillie and Bollerslev (1989). Another
framework introduced in Andersen and Bollerslev (1994) is the use of a flexible
Fourier framework to model the frequencies corresponding to the different sea-
sonal peaks. A third possibility presented in Dacorogna et al. (1993) is the use of
a different time scale, called Theta-time (ϑ-time). Theϑ-time scale expands day-
times having high mean volatilities and contracts daytimes having low volatilities
and the weekends having very low volatilities. As can be seen from Fig. 3b, the
deterministic seasonal patterns almost vanish with this new time scale.

Fig. 3. Autocorrelation function. Autocorrelation function for the absolute price changes in physical
time with seasonal peaks(a) and in Theta-time (ϑ-time) with long memory effects(b) for the
GBP/USD. The horizontal curve and the two horizontal lines around zero are, respectively, the
autocorrelation function of the price changes and the 95% confidence interval. Theϑ-time scale
basically expands periods of high activity and contracts periods of low volatility. The weekends and
business holidays are thus virtually omitted by thisϑ-scale (Dacorogna et al. 1993)
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4.3.2 Fact 9: Short and long term memory.The high short-term autocorrelation
of the volatility and its clustering in periods of high volatility and low volatil-
ity are well-known since the work of Mandelbrot (1963). This motivated the
introduction of the Autoregressive Conditional Heteroskedastic (ARCH) model
by Engle (1982) and its generalized version (GARCH) by Bollerslev (1986) ,
which have had much success (see Bollerslev et al. 1992). More recently, it was
found that the volatility also exhibits a very long-term memory characterized by
an hyperbolic decline rather than the exponential decline of ARCH and GARCH
processes. This lead to another generalization of the GARCH model by Baillie
et al. (1993), namely the Fractionally Integrated GARCH (FIGARCH).

Intra-daily studies not only confirm the presence of these short- and long-
term memories for the volatility (Dacorogna et al. 1993) (see Fig. 3b) but also
for other variables such as the spread (Müller and Sgier 1992), the volatility ratio
and the directional change frequency.

Furthermore, the analysis of intra-daily data gives some insights on the origin
of these clusters. One possibility is indeed the clustering of the arrival of news
with the markets adjusting perfectly and instantaneously to the news. This is,
however, not the reality as will be pointed out in Fact 14. Another possibility
lies in the learning process of traders with different priors who may take some
hours of trading to resolve their expectational differences after the arrival of
important news. This would result in volatility spillovers that could either extend
to other geographical trading areas or be restricted to their own market. Taking
analogies from meteorology, Engle et al. (1990, 1992) called country-specific
shocks a “heat wave” and the transmission of news across markets a “meteor
shower”. Due to their limited (daily) data set, Engle et al. (1990,1992) only
found evidence of meteor showers. However, using hourly data, Baillie and
Bollerslev (1989) conclude to the presence of both the heat wave and the meteor
shower phenomena. Further evidence is also given in Fig. 3b: on the one side, the
continuously high short-term autocorrelation is responsible for the meteor shower;
on the other side, the peaks at time lags corresponding to 1, 2 and 3 business
days are evidence of the heat wave phenomenon. In addition to the presence of
country-specific news, this heat wave could also be explained by the learning
process of traders within a market. As one trader in the European market puts
it, ”when we arrive in the morning, we first take the temperature of the markets
by reading the news, analyzing the price levels and inquiring about the mood of
other traders. To complete a strategy for the day, we integrate customer orders
and technical resistance and support levels. Only then we start with trading and
may close positions before lunchtime or before the announcement of important
news.” The response of traders to several different autocorrelated news arrival
processes corresponding to different time-horizons is also a potential explanation
for the long-term memory of the markets (Haubrich and Lo 1992).
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4.3.3 Fact 10: Fractal structure.Another very striking fact is the regular fractal
structure of the FX rates in the sense of Mandelbrot (1983)20. This is illustrated by
the scaling laws reported for the volatility and the directional change frequency.

The scaling law for the volatility (M̈uller et al. 1990) relates the volatility
over a time interval∆t (see Definition 3) to the size of this interval:

v(∆t ,S; ti ) =

(
∆t
∆T

) 1
E

(12)

whereS is the sampling period and∆T is a constant depending on the FX rate.
If ∆t is expressed in days,∆T is in the order of magnitude of 104 for the main
FX rates against the USD. The drift exponent 1/E is about 0.58 for the major
FX rates, compared to the 1/E = 0.5 implying a pure gaussian random walk
model.

Fig. 4. Scaling law for the volatility. This figure gives the scaling law for the volatility for intervals
extending from 10 minutes to two months. The currency is the USD/JPY



116 D.M. Guillaume et al.

A similar law relates the number of directional changes to the size of the
thresholdrc:

S.d(S, rc; ti ) =
( rc

R

) 1
D

(13)

whereS is the sampling period andR is a constant depending on the FX rate.
The drift exponent 1/D is about -1.75 for the major FX rates, whereas a pure
gaussian random walk model would imply 1/D = −2.0. Both scaling laws were
estimated by least squares.

Fig. 5. Scaling law for the directional change. This figure gives the scaling law for the number of
directional changes (see Definition 7) starting from threshold values of the size of the spread to the
higher threshold values taken in a geometric progression. The currency is the USD/JPY

The scaling laws expressed in equations 12 and 13 hold for all time series
studied and for a wide variety of time intervals – from 10 minutes to 2 months –
or threshold values as shown in Figs. 4 and 5. Even more interestingly, recall that
the definition of the directional change frequency is symmetric to the definition
of the volatility: the volatility measures the variability of the price changes as
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a function of a fixed time interval whereas the directional change frequency
measures the variability of the price changes as a function of fixed amplitude or
threshold. Then, taking the inverse of the drift exponent in the scaling law for the
directional change frequency, we should get a value similar to the value of the
drift exponent in the scaling law for the volatility; this is indeed approximately
the case after taking care of the negative slope.

Although no theoretical models yet provide an explanation, a highly tentative
economic interpretation of this scaling law is that it represents a mix of risk
profiles of agents trading at different time horizons. The average volatility on one
horizon is indeed the maximum return a trader can expect to make on average
at that horizon. Alternatively, the average number of directional changes for a
particular threshold or return is the maximum number of profitable trades a trader
can expect to make on average. As shown in Fig. 6a, this relationship between
traders with different risk or time-horizon profiles is quite stable over the years,
notwithstanding the tripling of the volume on the FX markets.

Fig. 6. Drift exponent as a function of time. Yearly estimation of the drift exponent of the scaling
law (see Fact 10) is given for USD rates on the left (DEM (circle), FRF (triangle), JPY (star)) (a)
and EMS rates against the DEM on the right (ITL (box) and FRF (diamond)) (b)

4.3.4 Fact 11: Institutional framework.Intra-daily analysis of FX rates within the
European Monetary System (EMS) gives some insights on the distinct character-
istics of the EMS system when the bands were still quite narrow. As illustrated
in Fig. 6, it achieved a smaller average volatility, represented by a value of the
drift exponent of the scaling law much smaller than the average for free-floating
currencies. Though, the value of its drift exponent went up to the average value
for free floating currencies when the ITL left the EMS in 1992 and when the
bands were broadened in 1993 in the case of the FRF.

The earlier volatility was achieved however at the cost of a much larger
probability of extreme events as indicated by the smaller value of the tail index of
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EMS currencies in comparison with free-floating currencies (see Table 3 in Fact
1). This statistical characteristic demonstrates the low credibility of the former
EMS’ bands during our sample period (01.10.1992-31.12.1993) and shows that
different institutional set-ups like the EMS can be distinguished by distinct and
robust, model or process-independent, features21.

4.3.5 Fact 12: Conditional predictability.The co-existence of different types of
traders might be why conditional forecasts are possible although the price changes
are globally unpredictable (see Fact 15). Based on earlier work by LeBaron
(1992), Müller et al. (1994) show that tomorrow’s volatility on a very short time
horizon (for example 1 hour) can be systematically predicted by the volatility on
a longer time-horizon (for example 1 day). Besides, Guillaume (1996) also shows
that the more trend-following the behaviour of traders was yesterday, the higher
the volatility will be today; conversely, tomorrow’s trend-following behaviour
is negatively predicted by today’s height of the volatility. These facts seem to
indicate that the impact of important news first affects middle-term traders (over
1 day) and then propagate itself to short-term (intra-day) traders, who have to
absorb the shock by a more intense activity. On the other hand, a more intense
activity between intra-daily dealers will not cause trend in the relatively longer
run to appear. This is in line with the fact that most of the intra-daily volume
is made on the basis of “hot potatoas” exchanged between different intra-daily
dealers (Lyons 1994). These findings illustrate once again the change of dynamics
for different types of volatility and the importance of information flows between
clearly distinct types of traders.

4.3.6 Fact 13: Positive impact of official interventions.One type of trader that
is of special interest are the central banks as the time and the size of their
interventions can be measured on an intra-daily basis. Central banks may oper-
ate either directly through officially announced interventions, indirectly through
unannounced interventions or through big banks which represent a larger share
of the market. Official interventions operate essentially as signals given to the
markets and are therefore difficult to measure (see Edison (1993) for a review
of the literature on central bank interventions).

Some evidence is given in Goodhart and Hesse (1993) that in the long run,
official interventions would affect FX rates in the desired direction although they
may result in short term losses for the central bankers. One could, however,
easily extend the analysis to any other long-term trader - that is, a trader who
can afford a large open position - provided he has some impact on the market
through his reputation even if he does not have a large share of the market. For
example, this may be the case of some hedge funds. Peiers (1994) shows the
positive impact of indirect interventions of the Bundesbank through the biggest
player on the DEM/USD market, namely the Deutsche Bank.
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4.3.7 Fact 14: Mixed effect of news.News is a very broad concept covering a
phone call of a customer who wants to make a very large FX transaction (due to,
say, inventory imbalances), a conversation with a colleague, price forecasts and
histories when used in technical analysis programs or the economic forecasts of
the research department of a bank, general economic and political news and major
economic news announcements. News is therefore very difficult to quantify.

A first attempt to quantify news taken in Goodhart (1989) was to look at the
‘news’ pages of Reuters. General economic and political news are displayed on
the AAMM page. Goodhart (1989) found out that unimportant news does not
have a significant effect on the behaviour of the foreign exchange rates. Distinct
and relatively large price movements unrelated to any news are indeed apparent.
The price formation process seems to be independent of the presence or absence
of news.

Fig. 7. Intraday distribution per 15 minutes interval. Intraday distribution per 15 minutes interval
of the second difference of the mean absolute price changes for the USD/DEM (hi = exp[ln|ri | −
1
2 ln |ri−1ri +1|]). Sudden peaks are in darkened
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In contrast, major economic news announcements such as trade, unemploy-
ment, budget deficit or gross domestic product growth have significant impacts
(Goodhart 1989). Economic news announcements along with the market expec-
tations and the effect of the previous announcement are displayed in Reuters’
FXNB page. Effective news – that is, the difference between the markets ex-
pectation and the actual figure that is released – increase the volatility as the
dispersion of traders’ views on the impact of the effective news widens. The
three right peaks in Fig. 7 show the clearcut effect of this news release in New
York and Japan. The two peaks for the US reflect the change of time with the
Daylight Saving Time, which does not exist in Japan. The first two peaks on
the left correspond to the beginning of the Japanese trading session and of the
Japanese lunch respectively. Goodhart et al. (1993) further shows that major eco-
nomic news announcement such as release of US trade figures or changes in the
UK base interest rate have a significant impact on the price changes process. This
effect is, however, temporary (3 to 4 days) as markets eventually incorporate the
effects of the news. Moreover the direction of the effect on the level of the price
is difficult to predict. This can be explained by the highly nonlinear dynamics of
the FX rates (Guillaume et al. 1996).

An alternative way to quantify the impact of news derives from the mixture of
distribution hypothesis (see Clark 1973; Tauchen and Pitts 1983; Andersen 1992).
In this framework, the clustering of the volatility results from the clustering of the
news arrival process. Since the news arrival process is an unobserved variable,
proxies for the market activity such as the volume of trade are used. Volume as
such is however not available in the FX markets (see Sect. 2). Moreover, as shown
in Jones et al. (1991), volume can be rather noisy. Therefore, empirical studies
in the FX intra-daily markets use the tick frequency and/or the spread as proxies
for the level of activity. Although a certain correlation between these variables
and the volatility is obvious from the simple inspection of Fig. 1 in Fact 5 above,
severe limitations harm the use of these variable as noted in Sect. 2. Moreover
Davé (1993) shows that tick frequency can only be a good approximation of
the volume when markets are analyzed as separate geographical entities – thus,
when there is no overlap between markets and the data are not disaggregated
by individual bank subsidiary. Goodhart (1989) also shows that tick frequency
does not specifically rise when news are released. Anyhow, empirical evidence
in favor of this mixture of distribution hypothesis is only partial (Bollerslev and
Domowitz 1993; Demos and Goodhart 1992).

4.3.8 Fact 15: Highly complex system.As implied by the presence of a unit
root (Goodhart and Figliuoli 1992), FX price changes appear to be highly unpre-
dictable. Though, at the same time, their dynamics is highly nonlinear (Guillaume
et al. 1996) and, at least partly, endogenous as highlighted by Fact 14. This endo-
geneity of the price movements results from the information flow between agents
trading within different geographical markets and time-horizons.
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Since this endogeneity, together with the nonlinearity and the unpredictabil-
ity, is the characteristic of a chaotic system, an interesting property to investigate
is the degree of complexity of this chaotic system. A low-degree of complexity
would indicate that the FX rates dynamics can mainly be described by an en-
dogenous system with some small stochastic perturbations. Rather than the news
itself, it is the complex nonlinear interaction and learning process of traders that
would be responsible for the large and unpredictable movements of FX rates
(DeGrauwe and Dewachter 1993). Using a very large number of intra-daily data
over a sufficiently long period, Guillaume (1995) found however that FX rates
are a highly complex system.

Together with Fact 14, this fact implies that the dynamics of the FX markets
cannot be simply explained by either the impact of one news process or the
endogenous learning process of traders. More systematic relationships between
the FX rates and the fundamentals or the news can probably only be detected by
first trying to isolate the different components of the markets corresponding to
different types of traders.

5. Conclusion

Looking through the microscope at the intra-daily FX market, we have access
to much more information than at lower frequencies such as daily or weekly.
Not only is the number of data points 100 to 1000 times larger, other types
of information such as news screens or new quantities are now available. This
information set is highly interesting as it is the one used by intra-daily traders who
make up by far the largest share of the market (Bank of International Settlement
1993). Its analysis also offers answers to several old debates and poses new
challenges.

A first issue is the definition of an effective price at the extremely high
frequency to replace transaction prices. Indeed, in the absence of widely available
transaction prices, an effective price algorithm could be devised on the basis
of the characteristics of the price formation process and the market structure
organisation.

A second and somewhat related issue is the definition of the relevant time-
scale. Contrary to traditionally available data, ticks are irregular spaced in physi-
cal time. Moreover, the heterogeneity of the markets causes inconsistencies in the
estimation of models in physical time. Therefore, several alternative time-scales
were suggested.

A third issue is the definition of the concept of risk. Risk is traditionally de-
fined by the volatility as measured by the variance and the co-variance. However,
the absolute value of the returns is a more accurate definition of the volatility
due to the non-existence of the fourth moment of the distribution. The tail index
is another measure of risk which can be more accurate than the variance and co-
variance. The analysis of EMS FX rates indeed showed that a reduced volatility
does not necessarily imply a lower risk as measured by the tail index.
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A fourth challenge is the definition of market efficiency and the related issue
of the learning process of traders. The need for a dynamic definition of the
concept of market efficiency is stressed by the mixed impact of news on the
price changes on the one hand, and the spillover effects both accross markets and
accross time-horizons on the other hand. This dynamic view of market efficiency
does not preclude the possibility of conditional forecasting of the price changes
as it explicitely takes into account the heterogeneity of the markets. Rather than
the instantaneous adjustment of the price to news, market efficiency can now
be defined as the smoothness of this adjustment process. In this perspective,
appropriate measures of market efficiency could be the size of the spread or the
tail index.

With respect to the heterogeneous behaviour of the traders, a fifth challenge is
the definition of the right modelling approach to the markets. The short-comings
of both the macro-economic and the time-series methodologies adopted so far
have been highlighted. A first alternative may reside in the analysis of the sub-
components of the markets rather than the market as a whole by using, for
example, other time-scales corresponding to the time-horizon of a specific cate-
gory of traders. A second alternative is the analysis of a particular category of
traders whose specific time-horizon and objective function can be identified, like
individual traders who would communicate the record of their trading. A third
alternative would be to broaden the conceptual framework of the theoretical lit-
erature on the micro-structure of the markets to include traders with different
time-horizons or geographical locations for example. Without taking this het-
erogeneity of the markets into account, it may prove extremely difficult if not
impossible to find relationships between the price changes and the fundamentals
or more generally the news arrival processes. For example, even the simple ge-
ographical dispersion of the different markets proves to be of prime importance
for the consistent estimation of simple statistics or statistical models.

Finally, some light was shed on the old debate on the distribution of FX
returns which was shown to belong to the class of fat-tailed non-stable distribu-
tions. Furthermore, the existence of the three first moments of the distribution
for free-floating currencies was confirmed.
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6. Appendix

6.1. Appendix 1

Table 4.Price change distribution. This table gives four first moments of the price change distribution
at different time intervals for the major currencies against the USD

Rate Time interval Mean Variance Skewness Kurtosis

USD/DEM 10 minutes −2.73 · 10−7 2.62 · 10−7 0.17 35.10
1 hour −1.63 · 10−6 1.45 · 10−6 0.26 23.55
6 hours −9.84 · 10−6 9.20 · 10−6 0.24 9.44
24 hours −4.00 · 10−5 3.81 · 10−5 0.08 3.33
1 week −2.97 · 10−4 2.64 · 10−4 0.18 0.71

USD/JPY 10 minutes −9.42 · 10−7 2.27 · 10−7 −0.18 26.40
1 hour −5.67 · 10−6 1.27 · 10−6 −0.09 25.16
6 hours −3.40 · 10−5 7.63 · 10−6 −0.05 11.65
24 hours −1.37 · 10−4 3.07 · 10−5 −0.15 4.81
1 week −9.61 · 10−4 2.27 · 10−4 −0.27 1.30

GBP/USD 10 minutes −6.91 · 10−9 2.38 · 10−7 0.02 27.46
1 hour 7.61 · 10−7 1.40 · 10−6 −0.23 21.53
6 hours 4.63 · 10−6 8.85 · 10−6 −0.34 10.09
24 hours 1.72 · 10−5 3.60 · 10−5 −0.26 4.41
1 week 6.99 · 10−5 2.72 · 10−4 −0.66 2.77

USD/CHF 10 minutes −2.28 · 10−7 3.07 · 10−7 −0.04 23.85
1 hour −1.37 · 10−6 1.75 · 10−6 0.05 18.28
6 hours −8.23 · 10−6 1.11 · 10−5 0.05 7.73
24 hours −3.38 · 10−5 4.51 · 10−5 −0.04 2.81
1 week −2.58 · 10−4 3.16 · 10−4 0.09 0.34

USD/FRF 10 minutes −1.98 · 10−7 2.08 · 10−7 0.35 43.31
1 hour −1.18 · 10−6 1.28 · 10−6 0.47 28.35
6 hours −7.13 · 10−6 8.29 · 10−6 0.23 9.69
24 hours −2.91 · 10−5 3.40 · 10−5 0.06 3.22
1 week −2.32 · 10−4 2.44 · 10−4 0.16 0.88
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Table 5.Price change distribution. This table gives four first moments of the price change distribution
at different time intervals for the major currencies against the DEM

Rate Time interval Mean Variance Skewness Kurtosis

DEM/FRF 10 minutes 9.84 · 10−8 1.91 · 10−8 0.54 86.29
1 hour 5.89 · 10−7 1.14 · 10−7 0.79 69.70
6 hours 3.53 · 10−6 6.53 · 10−7 1.41 36.87
24 hours 1.07 · 10−5 2.84 · 10−6 1.15 24.26
1 week 8.94 · 10−5 1.93 · 10−6 1.92 3.95

DEM/NLG 10 minutes −5.19 · 10−8 1.42 · 10−9 −5.68 9640.85
1 hour −3.11 · 10−7 7.54 · 10−9 2.76 4248.12
6 hours −1.86 · 10−6 2.48 · 10−8 0.74 124.35
24 hours −7.80 · 10−6 9.66 · 10−8 −0.30 30.02
1 week −4.57 · 10−5 6.63 · 10−7 0.03 0.06

DEM/ITL 10 minutes 1.07 · 10−6 1.75 · 10−7 0.86 64.03
1 hour 6.46 · 10−6 1.24 · 10−6 1.83 89.92
6 hours 3.88 · 10−5 7.16 · 10−6 1.03 37.26
24 hours 1.18 · 10−4 2.53 · 10−5 −0.51 13.08
1 week 9.42 · 10−4 1.37 · 10−4 −0.25 0.17

GBP/DEM 10 minutes 4.53 · 10−7 9.86 · 10−8 −0.32 25.97
1 hour 2.69 · 10−6 7.12 · 10−7 −0.34 16.90
6 hours 1.56 · 10−5 4.62 · 10−6 −0.02 7.48
24 hours 7.04 · 10−5 1.79 · 10−5 0.27 3.15
1 week 1.17 · 10−4 1.29 · 10−4 0.07 0.59

DEM/JPY 10 minutes −3.39 · 10−6 2.21 · 10−7 −0.09 12.35
1 hour −2.03 · 10−5 1.46 · 10−6 −0.03 88.58
6 hours −1.21 · 10−4 9.12 · 10−6 −0.04 6.57
24 hours −4.85 · 10−4 3.56 · 10−5 0.12 2.52
1 week −3.15 · 10−3 2.67 · 10−4 −0.07 0.03

6.2. Appendix 2

A more detailed definition of thedirectional change frequencyat time ti , d(ti ),
is as

d(ti ) ≡ d(∆t , n, rc; ti ) ≡ 1
n∆t

N ({k | mk /= mk−1, 1 < k ≤ n}) (14)

with the recursive variablesmk , which indicate the mode – upwards or downwards
– of the current trend, andmink (maxk), which indicate the minimum (maximum)
value used as a reference to compute potential changes of mode. Formally, we
have:
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Fig. 8. Schematic representation of the directional change algorithm. This figure described how the
algorithm for the directional change frequency (see Definition 7) is implemented. The mode is only
initialised to the upward mode at timet2 since the first change at timet1 is not significant as defined by
rc. At time t3, the downward movement is not taken into account as it is smaller than the significance
level rc. At time t4, we are thus still in the upward mode with the maximum value being adjusted
according to the algorithm. At timet5, the mode is reversed as the move downward is significant. At
the same time, the minimum value is adjusted up tomin5. At time t6, the minimum is again adjusted
as we are still in a down mode. At timet7, the mode is reversed to the up mode and the maximum
is adjusted as the change upwards is significant. There are therefore two directional changes in total

mk =


0 , k = 0 +1 if

(
(mk−1 /= +1) ∧ (x(ti−n+k ) − mink−1 > rc)

)
−1 if

(
(mk−1 /= −1) ∧ (maxk−1 − x(ti−n+k ) > rc)

)
mk−1 otherwise

 , k = 1, ..., n

maxk =

{
x(ti−n+k ) if (k = 0) ∨

[
(mk = 1)∧ (mk−1 /= 1)

]
max(maxk−1, x(ti−n+k )) otherwise

mink =

{
x(ti−n+k ) if (k = 0) ∨

[
(mk = −1)∧ (mk−1 /= −1)

]
min(mink−1, x(ti−n+k )) otherwise

where the computation sequence ism0,max0,min0,m1,max1,min1, ... and where
N ({k}) is the counting function,n∆t the sampling period on which the counting
is performed andrc is a threshold value. The directional change frequency,d(ti ),
is simply the frequency of significant mode (mk) changes with respect to the
latest extremum value (maxk or mink) and a constant threshold valuerc.
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The threshold,rc, should be related to the time frequency (1/∆t) at which
the price change is taken and to the mean absolute value of the price change for
this time interval∆t . On the one hand, the value ofrc should be large enough
not to measure “noise” and, on the other hand,rc should also reflect the typical
sensitivity level of a trader operating at the corresponding time-horizon∆t . The
scaling law described in Fact 7 may represent a possibility of linkingrc to ∆t .

Endnotes
1 For surveys on the FX market at the daily or weekly frequencies, see, for example, the surveys of
Mussa (1979), Hsieh (1988), Baillie and McMahon (1989), de Vries (1994) .
2 Holidays and business hours for the different markets can be found in Morgan (1994) .
3 East Asia comprises Australia, Hong Kong, India, Indonesia, Japan, South Korea, Malaysia,
New Zealand, Singapore. Europe comprises Austria, Bahrain, Belgium, Germany, Denmark, Fin-
land, France, Great Britain, Greece, Ireland, Italy, Israel, Jordan, Kuwait, Luxembourg, Netherlands,
Norway, Saudi Arabia, South Africa, Spain, Sweden, Switzerland, Turkey, United Arab Emirates.
America comprises Argentina, Canada, Mexico, USA.
4 Standard abbreviations of the International Organization for Standardization (ISO, code 4217).
5 Net-net turnover; that is, adjusted for both local and cross-border double-counting.
6 The high leverage and unregulated aspects of hedging funds distinguish their investors from other
institutional investors.
7 For example, Bank Negara of Malaysia was one of the most aggressive (short-term) speculators in
the FX market for several years.
8 The spot market accounted for 47% of the FX market in 1992 (BIS 1993).
9 In the United States and the United Kingdom, the share of deals going through such systems in
April 1992 was 32 and 28% respectively (BIS 1993).
10 Lyons (1993a,b, 1994) and Goodhart et al. (1994) could exceptionally get respectively one week
and one day of such data.
11 See Guillaume and Payne (1996) for a comparison between Reuters’ FXFX system and its new
RIC system.
12 In their one day study of real transaction prices, Goodhart et al. (1994) found that although the
actual spread is usually within the quoted spread, it could be larger in highly volatile periods.
13 A trader taking a forward position overnight will of course have to pay the interest on his position
between the trade and the settlement as well as the spread on the interest rate.
14 The back office usually takes longer term positions than traders in the trading room who might
not be allowed to take positions overnight.
15 Appendix 2 gives a more detailed definition of the directional change frequency and a schematic
example of its implementation.
16 By trade, we mean enteringand closing a position.
17 The tail index represents a measure of tail fatness and can be derived from the condition of regular
variation at infinity. LetF (t) be a distribution function. Then if

lim
t→∞

1− F (tx)

1− F (t)
= xα (15)

holds for someα with α andx positive,F (t) is said to be regularly varying with tail indexα.
18 This is an implication of the central limit law.
19 Simulations in McCulloch (1994) and Gielens et al. (1995) show that one cannot univoquely
distinguish between a fat-tailed non-stable and a thin-tailed distribution only on the basis of low
estimated values of the tail index. However, the estimations of the kurtosis point in favor of the
non-stability of the FX rates distribution.
20 The fractal structure of the FX rates does not correspond to a fractional brownian motion since
the distribution is non stable. It is also more complex than the structure of a low-dimensional fractal
attractor as illustrated by Fact 15.
21 See Svensson (1992) for a review of the literature on the modeling of Target Zones, and in
particular, of the EMS.
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